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(a) English subtitles (d) French subtitles(b) Manual transcript (c) Translated transcript
00:11.27 → 00:13.83
-...it will not've gone
through both slits.
-Agreed.

00:13.99 → 00:15.06
What's your point?

00:15.23 → 00:18.07
There's no point. I just
think it's a good idea
for a T-shirt

Sheldon:
it will not have gone
through both slits.

Leonard:
Agreed, what's your point?

Sheldon:
There's no point, I just
think it's a good idea
for a tee-shirt.

00:11.11 → 00:13.84
-il n'aura pas traversé
les deux fentes.
-Je sais.

00:13.99 → 00:15.07
Où tu veux en venir ?

00:15.23 → 00:18.07
Nulle part. mais c'est
pas une mauvaise idée.
pour un t-shirt.

Sheldon:
il ne sera pas ont
traversé deux fentes.

Leonard:
D'accord, quel est votre
point ?

Sheldon:
Il n'y a aucun point, je
pense que c'est une bonne
idée pour un T-shirt.

s1
s2

s3

s4

t1

t2

t3

(e) Speaker time spans (English)
00:11.27 → 00:13.37    Sheldon
00:13.37 → 00:13.83    Leonard
00:13.99 → 00:15.06    Leonard
00:15.23 → 00:18.07    Sheldon

00:11.11 → 00:13.29    Sheldon
00:13.29 → 00:13.84    Leonard
00:13.99 → 00:15.07    Leonard
00:15.23 → 00:18.07    Sheldon

s1
s2
s3
s4

t1
t2
t2
t3

⟷

⟷

⟷

⟷

(f) Speaker time spans (French)
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• 👍 (relatively) small set of characters 

• 👎 spontaneous speech  
short speech turns, fast interactions
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experimental setup

7

episodes 1 to 6 (2 hours)

leave-one-episode-out cross-validation

identification error rate

manual reference: 6 labels 
(Sheldon, Leonard, Penny, Howard, Raj, other)

where K feature functions (fk) are weighted by a set of co-
e�cients (�k), Zs is a normalizing factor, and a denotes the
set of hidden variables corresponding to the reordering and
segmentation of the source sentence. Since the translation
step is monotonic, the peculiarity of this approach relies
on the use of a n-gram translation model that estimates
the probability of a sequence of bilingual units. Along with
the n-gram translation model and a target n-gram language
model, 13 conventional features are combined in Equation 7:
4 lexicon models similar to the ones used in standard phrase-
based systems; 6 lexicalized reordering models [37, 15] aimed
at predicting the orientation of the next translation unit; a
“weak” distance-based distortion model ; and finally a word-
bonus model and a tuple-bonus model which compensate for
the system preference for short translations.

In the following experiments, we use the state-of-the-art
system submitted to the WMT 13 campaign [5]. This large-
scale system is fully described in [1] and was built using all
the available data provided by the workshop organizers.

The French translated transcripts are then aligned with
French subtitles as described for English in Section 3.1. Em-
pirical results showed that the automatic translation were of
reasonable quality. It is worth noticing that perfect trans-
lations are not required, but they must exhibit a su�cient
word recall to obtain accurate alignments with subtitles.

5. EXPERIMENTAL SETUP

5.1 Evaluation corpus
Audio tracks, subtitles and manual transcripts are ob-

tained from the publicly available TVD corpus [33] that pro-
vides all the necessary tools to generate these resources (ei-
ther from physical DVDs of the series or from the Internet).

For evaluation purposes, reference annotations of the En-
glish audio tracks are obtained from previous work on the
very same TV series [36, 4]. These reference annotations
contains the speech turns of the five main characters of
the series (Sheldon, Leonard, Penny, Howard and Raj ) with
all secondary characters grouped into a sixth class (other).
Though they are not used here, it is worth mentioning that
the non-speech regions are also segmented into several sub-
classes such as music, silence or laughter. Note that ref-
erence annotations are only available for the English audio
tracks. Therefore, although the French track is used to im-
prove the English one, the speaker identification approach
cannot be directly evaluated for French alone.

5.2 Evaluation protocol
Experiments are conducted on the first six episodes of the

first season of The Big Bang Theory TV series because man-
ual speech turns annotations are only available for these very
episodes. This amounts to a total duration of approximately
two hours (each episode being twenty minutes long).

Due to the relatively limited size of the evaluation corpus,
we opted for the leave-one-out cross-validation paradigm.
Putting one episode aside, all other episodes are used to
train both speech activity detection and speaker identifica-
tion models. These models are then applied on the previ-
ously unseen test episode. This process is repeated for each
episode and reported values are averaged over each run.

5.3 Evaluation metrics
Speech activity detection results are reported using three

complementary evaluation metrics. We define the Detection
error rate (DER) as the ratio of the duration incorrectly
classified as speech or non-speech over the total duration
of the episode. Precision is the ratio of the total duration
reported as speech that is indeed annotated as speech in the
reference annotation. Recall is the ratio of the total duration
of speech according to the reference annotation that is is
indeed detected as speech in the hypothesis.
Speaker identification results are reported using Identifi-

cation error rate (IER), defined as follows:

IER =
miss + fa + confusion

speech
(8)

where speech is the total duration of speech according to the
reference annotation, miss (respectively fa) is the total du-
ration of segments incorrectly classified as non-speech (resp.
speech) and confusion is the total duration of speech seg-
ments whose detected label is incorrect. In other words, it
is a compound metric that accounts for both speech turns
detection and identification errors.

5.4 Implementation details
All three modules (speech activity detection, speech turn

segmentation and speech turn identification) rely on Mel-
Frequency Cepstral Coe�cients (MFCC) features extracted
every 16ms from a 32ms Hamming sliding window, using
Yaafe open-source toolkit [25]. For speech activity detec-
tion, we use 12 MFCCs and energy first derivative, and 16
Gaussians with diagonal covariance matrix for each state
(speech and non-speech). For speech turn segmentation, we
use 12 MFCCs and energy, 1s-long left/right windows with
a sliding step of 100ms. Speech turn identification relies on
13 MFCCs, their first and second derivatives and the en-
ergy first and second derivatives. The UBM is made of 256
Gaussians with diagonal covariance. Both GMM and HMM
implementations are based on the scikit-learn toolkit [29].
Finally, bilingual fusion parameter ↵ is set to 0.5 in our ex-
periments – thus giving the same weight to both English and
French tracks.

5.5 Reproducible research
Alongside the reproducible corpus, the source code neces-

sary to reproduce and evaluate the results of all speaker iden-
tification experiments (including feature extraction, speech
activity detection, speech turn segmentation and classifica-
tion) is available as open-source software from the corpus
webpage (tvd.niderb.fr).

6. RESULTS

6.1 Speech activity detection
The first set of experiments aims at showing that one can

rely solely on DVD subtitles to train a speech activity detec-
tion module in a weakly supervised fashion. Table 1 com-
pares the performance obtained by the fully supervised (i.e.
trained using reference annotations) and weakly supervised
(i.e. trained using readily available subtitles time spans)
speech activity detection.
It shows that the latter achieves performance nearly as

good as the former (8.1% vs. 7.8%), though they di↵er in

audio tracks & subtitles (English & French) 
transcripts (English)

detection error rate
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Putting one episode aside, all other episodes are used to
train both speech activity detection and speaker identifica-
tion models. These models are then applied on the previ-
ously unseen test episode. This process is repeated for each
episode and reported values are averaged over each run.

5.3 Evaluation metrics
Speech activity detection results are reported using three

complementary evaluation metrics. We define the Detection
error rate (DER) as the ratio of the duration incorrectly
classified as speech or non-speech over the total duration
of the episode. Precision is the ratio of the total duration
reported as speech that is indeed annotated as speech in the
reference annotation. Recall is the ratio of the total duration
of speech according to the reference annotation that is is
indeed detected as speech in the hypothesis.
Speaker identification results are reported using Identifi-

cation error rate (IER), defined as follows:

IER =
miss + fa + confusion

speech
(8)

where speech is the total duration of speech according to the
reference annotation, miss (respectively fa) is the total du-
ration of segments incorrectly classified as non-speech (resp.
speech) and confusion is the total duration of speech seg-
ments whose detected label is incorrect. In other words, it
is a compound metric that accounts for both speech turns
detection and identification errors.

5.4 Implementation details
All three modules (speech activity detection, speech turn

segmentation and speech turn identification) rely on Mel-
Frequency Cepstral Coe�cients (MFCC) features extracted
every 16ms from a 32ms Hamming sliding window, using
Yaafe open-source toolkit [25]. For speech activity detec-
tion, we use 12 MFCCs and energy first derivative, and 16
Gaussians with diagonal covariance matrix for each state
(speech and non-speech). For speech turn segmentation, we
use 12 MFCCs and energy, 1s-long left/right windows with
a sliding step of 100ms. Speech turn identification relies on
13 MFCCs, their first and second derivatives and the en-
ergy first and second derivatives. The UBM is made of 256
Gaussians with diagonal covariance. Both GMM and HMM
implementations are based on the scikit-learn toolkit [29].
Finally, bilingual fusion parameter ↵ is set to 0.5 in our ex-
periments – thus giving the same weight to both English and
French tracks.

5.5 Reproducible research
Alongside the reproducible corpus, the source code neces-

sary to reproduce and evaluate the results of all speaker iden-
tification experiments (including feature extraction, speech
activity detection, speech turn segmentation and classifica-
tion) is available as open-source software from the corpus
webpage (tvd.niderb.fr).

6. RESULTS

6.1 Speech activity detection
The first set of experiments aims at showing that one can

rely solely on DVD subtitles to train a speech activity detec-
tion module in a weakly supervised fashion. Table 1 com-
pares the performance obtained by the fully supervised (i.e.
trained using reference annotations) and weakly supervised
(i.e. trained using readily available subtitles time spans)
speech activity detection.
It shows that the latter achieves performance nearly as

good as the former (8.1% vs. 7.8%), though they di↵er in

where K feature functions (fk) are weighted by a set of co-
e�cients (�k), Zs is a normalizing factor, and a denotes the
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segmentation of the source sentence. Since the translation
step is monotonic, the peculiarity of this approach relies
on the use of a n-gram translation model that estimates
the probability of a sequence of bilingual units. Along with
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model, 13 conventional features are combined in Equation 7:
4 lexicon models similar to the ones used in standard phrase-
based systems; 6 lexicalized reordering models [37, 15] aimed
at predicting the orientation of the next translation unit; a
“weak” distance-based distortion model ; and finally a word-
bonus model and a tuple-bonus model which compensate for
the system preference for short translations.

In the following experiments, we use the state-of-the-art
system submitted to the WMT 13 campaign [5]. This large-
scale system is fully described in [1] and was built using all
the available data provided by the workshop organizers.

The French translated transcripts are then aligned with
French subtitles as described for English in Section 3.1. Em-
pirical results showed that the automatic translation were of
reasonable quality. It is worth noticing that perfect trans-
lations are not required, but they must exhibit a su�cient
word recall to obtain accurate alignments with subtitles.

5. EXPERIMENTAL SETUP

5.1 Evaluation corpus
Audio tracks, subtitles and manual transcripts are ob-

tained from the publicly available TVD corpus [33] that pro-
vides all the necessary tools to generate these resources (ei-
ther from physical DVDs of the series or from the Internet).

For evaluation purposes, reference annotations of the En-
glish audio tracks are obtained from previous work on the
very same TV series [36, 4]. These reference annotations
contains the speech turns of the five main characters of
the series (Sheldon, Leonard, Penny, Howard and Raj ) with
all secondary characters grouped into a sixth class (other).
Though they are not used here, it is worth mentioning that
the non-speech regions are also segmented into several sub-
classes such as music, silence or laughter. Note that ref-
erence annotations are only available for the English audio
tracks. Therefore, although the French track is used to im-
prove the English one, the speaker identification approach
cannot be directly evaluated for French alone.

5.2 Evaluation protocol
Experiments are conducted on the first six episodes of the

first season of The Big Bang Theory TV series because man-
ual speech turns annotations are only available for these very
episodes. This amounts to a total duration of approximately
two hours (each episode being twenty minutes long).

Due to the relatively limited size of the evaluation corpus,
we opted for the leave-one-out cross-validation paradigm.
Putting one episode aside, all other episodes are used to
train both speech activity detection and speaker identifica-
tion models. These models are then applied on the previ-
ously unseen test episode. This process is repeated for each
episode and reported values are averaged over each run.

5.3 Evaluation metrics
Speech activity detection results are reported using three

complementary evaluation metrics. We define the Detection
error rate (DER) as the ratio of the duration incorrectly
classified as speech or non-speech over the total duration
of the episode. Precision is the ratio of the total duration
reported as speech that is indeed annotated as speech in the
reference annotation. Recall is the ratio of the total duration
of speech according to the reference annotation that is is
indeed detected as speech in the hypothesis.
Speaker identification results are reported using Identifi-

cation error rate (IER), defined as follows:
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(8)

where speech is the total duration of speech according to the
reference annotation, miss (respectively fa) is the total du-
ration of segments incorrectly classified as non-speech (resp.
speech) and confusion is the total duration of speech seg-
ments whose detected label is incorrect. In other words, it
is a compound metric that accounts for both speech turns
detection and identification errors.

5.4 Implementation details
All three modules (speech activity detection, speech turn

segmentation and speech turn identification) rely on Mel-
Frequency Cepstral Coe�cients (MFCC) features extracted
every 16ms from a 32ms Hamming sliding window, using
Yaafe open-source toolkit [25]. For speech activity detec-
tion, we use 12 MFCCs and energy first derivative, and 16
Gaussians with diagonal covariance matrix for each state
(speech and non-speech). For speech turn segmentation, we
use 12 MFCCs and energy, 1s-long left/right windows with
a sliding step of 100ms. Speech turn identification relies on
13 MFCCs, their first and second derivatives and the en-
ergy first and second derivatives. The UBM is made of 256
Gaussians with diagonal covariance. Both GMM and HMM
implementations are based on the scikit-learn toolkit [29].
Finally, bilingual fusion parameter ↵ is set to 0.5 in our ex-
periments – thus giving the same weight to both English and
French tracks.

5.5 Reproducible research
Alongside the reproducible corpus, the source code neces-

sary to reproduce and evaluate the results of all speaker iden-
tification experiments (including feature extraction, speech
activity detection, speech turn segmentation and classifica-
tion) is available as open-source software from the corpus
webpage (tvd.niderb.fr).

6. RESULTS

6.1 Speech activity detection
The first set of experiments aims at showing that one can

rely solely on DVD subtitles to train a speech activity detec-
tion module in a weakly supervised fashion. Table 1 com-
pares the performance obtained by the fully supervised (i.e.
trained using reference annotations) and weakly supervised
(i.e. trained using readily available subtitles time spans)
speech activity detection.
It shows that the latter achieves performance nearly as

good as the former (8.1% vs. 7.8%), though they di↵er in
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results speech activity detection

DER // Detection error rate

Approach Subtitles Supervised Unsupervised
DER 19.8% 7.8% 8.1%
Precision 74.6% 94.8% 91.2%
Recall 95.6% 90.4% 94.1%

Table 1: Speech activity detection.

their behavior (better recall for the weakly supervised ap-
proach and better precision for the fully supervised one).
Column Subtitles gives us a first explanation of why this
is happening. It shows that subtitles cover most (95.6%)
speech regions but also contain 25.4% of non-speech regions
– therefore leading to a weakly supervised approach with an
expected tendency to detect non-speech segments as speech.

6.2 Speaker identification
The second set of experiments focuses on speaker iden-

tification. Results are reported in Table 2 depending on
whether identification is applied on reference speech turns
(i.e. with perfect speech activity detection and speech turns
segmentation) or speech turns obtained automatically via
the fully/weakly supervised speech activity detection mod-
ules.

Speaker Segmentation
identification

Reference
Fully Weakly

approach supervised supervised

Oracle 10.0% 24.5% 25.4%
Labeled subtitles 12.8% 27.0% 28.2%
Fully supervised 18.6% 35.9% 37.9%
Weakly supervised 18.5% 35.6% 37.8%

Table 2: Speaker identification error rate (IER) with
manual or automatic speech turn segmentation.

For a given speech turn, the oracle always projects onto
it the correct reference label. If the reference label is a sec-
ondary character, then the oracle chooses the most frequent
main character (here Sheldon). In case of ambiguity (e.g.
when the speech turn covers more than one reference label),
it is solved by choosing the reference label with maximum
overlap duration. Therefore, its errors result either from sec-
ondary characters (for which no model is trained) or from
segmentation errors (i.e. detected speech turns that actually
cover speech turns of multiple characters). Its performance
allows to estimate a lower bound of the impact of segmenta-
tion errors on other approaches. In particular, it shows that
secondary characters account for only 10% of total speech
duration and that incorrect speech activity detection and
segmentation adds another 15.4% errors in total.

The labeled subtitles approach projects labeled subtitles
(obtained in Section 3.1) onto the speech turns in the same
way as the oracle does with reference labels. Its performance
can be used as a measure of how noisy the data used for
training the weakly supervised approach are. Moreover, its
performance close to that of the oracle also indicates that,
when subtitles and transcripts are available, one should use
them directly instead of relying on automatic processing.

Finally, the fully supervised (resp. weakly supervised) ap-
proach rely on reference annotations (resp. automatically
labeled subtitles) to train models for the five main charac-
ters. We conclude that it is not necessary to go through the
costly process of manual annotation to train a speaker iden-

tification system. Indeed, relying on automatically obtained
coarse annotations lead to the exact same overall error rates
(19% for perfect segmentation and 38% for automatic seg-
mentation). The p-value of 78% obtained in a paired-samples
t-test confirms that the performance of the two approaches
are not statistically di↵erent from each other.

6.3 Bilingual speaker identification
Finally, the last set of experiments is related to bilingual

fusion as described in Section 4.1. Table 3 shows that bilin-

IER
Confusion

all characters 5 main char.
English 37.8% 22.5% 7.1%
Bilingual 32.8% 17.5% 2.1%
Improvement �13% �22% �70%

Table 3: Bilingual speaker identification for ↵ = 0.5

gual (English and French) speaker identification significantly
improves monolingual (English) speaker identification per-
formance (down to 32.8% from 37.8%). A detailed analysis
of the error rate shows that confusion errors on the five main
characters are reduced from 7.1% to 2.1% – corresponding
to a relative improvement of 70%. Most of the remaining
errors are coming either from speech segmentation (15.4%)
or secondary characters (15.3%) with no associated models.
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Figure 4: Performance breakdown per episode. Su-
perimposed is the ratio of total speech duration ut-
tered by secondary characters.

As highlighted by Figure 4, absolute improvement is con-
sistent across all 6 episodes, on average 5% with a small
standard deviation of 0.7%. Moreover, a paired-samples t-
test (p-value < 0.01%) confirms that the bilingual approach
statistically and significantly outperforms the monolingual
one. Additionally, note that the variation of performance
between episodes is mostly explained by the ratio of total
speech duration uttered by secondary characters for which
no biometric models are available.
Though ↵ was arbitrary set to 0.5 in the reported results,

Figure 5 allows to better understand its influence on the
overall performance. It shows that combining English and
French approaches always outperforms the English-only sys-
tem, whichever value is chosen for ↵. However, we notice
the unexpected property that French speaker identification
performs better than its English counterpart, even though
the task is evaluated on the English track. This could mean
that French actors’ voices are easier to distinguish from each
other than original actors’ voices.
Figure 6 provides additional insight at the complemen-

tary information provided by the multilingual audio tracks.

where K feature functions (fk) are weighted by a set of co-
e�cients (�k), Zs is a normalizing factor, and a denotes the
set of hidden variables corresponding to the reordering and
segmentation of the source sentence. Since the translation
step is monotonic, the peculiarity of this approach relies
on the use of a n-gram translation model that estimates
the probability of a sequence of bilingual units. Along with
the n-gram translation model and a target n-gram language
model, 13 conventional features are combined in Equation 7:
4 lexicon models similar to the ones used in standard phrase-
based systems; 6 lexicalized reordering models [37, 15] aimed
at predicting the orientation of the next translation unit; a
“weak” distance-based distortion model ; and finally a word-
bonus model and a tuple-bonus model which compensate for
the system preference for short translations.

In the following experiments, we use the state-of-the-art
system submitted to the WMT 13 campaign [5]. This large-
scale system is fully described in [1] and was built using all
the available data provided by the workshop organizers.

The French translated transcripts are then aligned with
French subtitles as described for English in Section 3.1. Em-
pirical results showed that the automatic translation were of
reasonable quality. It is worth noticing that perfect trans-
lations are not required, but they must exhibit a su�cient
word recall to obtain accurate alignments with subtitles.

5. EXPERIMENTAL SETUP

5.1 Evaluation corpus
Audio tracks, subtitles and manual transcripts are ob-

tained from the publicly available TVD corpus [33] that pro-
vides all the necessary tools to generate these resources (ei-
ther from physical DVDs of the series or from the Internet).

For evaluation purposes, reference annotations of the En-
glish audio tracks are obtained from previous work on the
very same TV series [36, 4]. These reference annotations
contains the speech turns of the five main characters of
the series (Sheldon, Leonard, Penny, Howard and Raj ) with
all secondary characters grouped into a sixth class (other).
Though they are not used here, it is worth mentioning that
the non-speech regions are also segmented into several sub-
classes such as music, silence or laughter. Note that ref-
erence annotations are only available for the English audio
tracks. Therefore, although the French track is used to im-
prove the English one, the speaker identification approach
cannot be directly evaluated for French alone.

5.2 Evaluation protocol
Experiments are conducted on the first six episodes of the

first season of The Big Bang Theory TV series because man-
ual speech turns annotations are only available for these very
episodes. This amounts to a total duration of approximately
two hours (each episode being twenty minutes long).

Due to the relatively limited size of the evaluation corpus,
we opted for the leave-one-out cross-validation paradigm.
Putting one episode aside, all other episodes are used to
train both speech activity detection and speaker identifica-
tion models. These models are then applied on the previ-
ously unseen test episode. This process is repeated for each
episode and reported values are averaged over each run.

5.3 Evaluation metrics
Speech activity detection results are reported using three

complementary evaluation metrics. We define the Detection
error rate (DER) as the ratio of the duration incorrectly
classified as speech or non-speech over the total duration
of the episode. Precision is the ratio of the total duration
reported as speech that is indeed annotated as speech in the
reference annotation. Recall is the ratio of the total duration
of speech according to the reference annotation that is is
indeed detected as speech in the hypothesis.
Speaker identification results are reported using Identifi-

cation error rate (IER), defined as follows:

IER =
miss + fa + confusion

speech
(8)

where speech is the total duration of speech according to the
reference annotation, miss (respectively fa) is the total du-
ration of segments incorrectly classified as non-speech (resp.
speech) and confusion is the total duration of speech seg-
ments whose detected label is incorrect. In other words, it
is a compound metric that accounts for both speech turns
detection and identification errors.

5.4 Implementation details
All three modules (speech activity detection, speech turn

segmentation and speech turn identification) rely on Mel-
Frequency Cepstral Coe�cients (MFCC) features extracted
every 16ms from a 32ms Hamming sliding window, using
Yaafe open-source toolkit [25]. For speech activity detec-
tion, we use 12 MFCCs and energy first derivative, and 16
Gaussians with diagonal covariance matrix for each state
(speech and non-speech). For speech turn segmentation, we
use 12 MFCCs and energy, 1s-long left/right windows with
a sliding step of 100ms. Speech turn identification relies on
13 MFCCs, their first and second derivatives and the en-
ergy first and second derivatives. The UBM is made of 256
Gaussians with diagonal covariance. Both GMM and HMM
implementations are based on the scikit-learn toolkit [29].
Finally, bilingual fusion parameter ↵ is set to 0.5 in our ex-
periments – thus giving the same weight to both English and
French tracks.

5.5 Reproducible research
Alongside the reproducible corpus, the source code neces-

sary to reproduce and evaluate the results of all speaker iden-
tification experiments (including feature extraction, speech
activity detection, speech turn segmentation and classifica-
tion) is available as open-source software from the corpus
webpage (tvd.niderb.fr).

6. RESULTS

6.1 Speech activity detection
The first set of experiments aims at showing that one can

rely solely on DVD subtitles to train a speech activity detec-
tion module in a weakly supervised fashion. Table 1 com-
pares the performance obtained by the fully supervised (i.e.
trained using reference annotations) and weakly supervised
(i.e. trained using readily available subtitles time spans)
speech activity detection.
It shows that the latter achieves performance nearly as

good as the former (8.1% vs. 7.8%), though they di↵er in

where K feature functions (fk) are weighted by a set of co-
e�cients (�k), Zs is a normalizing factor, and a denotes the
set of hidden variables corresponding to the reordering and
segmentation of the source sentence. Since the translation
step is monotonic, the peculiarity of this approach relies
on the use of a n-gram translation model that estimates
the probability of a sequence of bilingual units. Along with
the n-gram translation model and a target n-gram language
model, 13 conventional features are combined in Equation 7:
4 lexicon models similar to the ones used in standard phrase-
based systems; 6 lexicalized reordering models [37, 15] aimed
at predicting the orientation of the next translation unit; a
“weak” distance-based distortion model ; and finally a word-
bonus model and a tuple-bonus model which compensate for
the system preference for short translations.

In the following experiments, we use the state-of-the-art
system submitted to the WMT 13 campaign [5]. This large-
scale system is fully described in [1] and was built using all
the available data provided by the workshop organizers.

The French translated transcripts are then aligned with
French subtitles as described for English in Section 3.1. Em-
pirical results showed that the automatic translation were of
reasonable quality. It is worth noticing that perfect trans-
lations are not required, but they must exhibit a su�cient
word recall to obtain accurate alignments with subtitles.

5. EXPERIMENTAL SETUP

5.1 Evaluation corpus
Audio tracks, subtitles and manual transcripts are ob-

tained from the publicly available TVD corpus [33] that pro-
vides all the necessary tools to generate these resources (ei-
ther from physical DVDs of the series or from the Internet).

For evaluation purposes, reference annotations of the En-
glish audio tracks are obtained from previous work on the
very same TV series [36, 4]. These reference annotations
contains the speech turns of the five main characters of
the series (Sheldon, Leonard, Penny, Howard and Raj ) with
all secondary characters grouped into a sixth class (other).
Though they are not used here, it is worth mentioning that
the non-speech regions are also segmented into several sub-
classes such as music, silence or laughter. Note that ref-
erence annotations are only available for the English audio
tracks. Therefore, although the French track is used to im-
prove the English one, the speaker identification approach
cannot be directly evaluated for French alone.

5.2 Evaluation protocol
Experiments are conducted on the first six episodes of the

first season of The Big Bang Theory TV series because man-
ual speech turns annotations are only available for these very
episodes. This amounts to a total duration of approximately
two hours (each episode being twenty minutes long).

Due to the relatively limited size of the evaluation corpus,
we opted for the leave-one-out cross-validation paradigm.
Putting one episode aside, all other episodes are used to
train both speech activity detection and speaker identifica-
tion models. These models are then applied on the previ-
ously unseen test episode. This process is repeated for each
episode and reported values are averaged over each run.

5.3 Evaluation metrics
Speech activity detection results are reported using three

complementary evaluation metrics. We define the Detection
error rate (DER) as the ratio of the duration incorrectly
classified as speech or non-speech over the total duration
of the episode. Precision is the ratio of the total duration
reported as speech that is indeed annotated as speech in the
reference annotation. Recall is the ratio of the total duration
of speech according to the reference annotation that is is
indeed detected as speech in the hypothesis.
Speaker identification results are reported using Identifi-

cation error rate (IER), defined as follows:

IER =
miss + fa + confusion

speech
(8)

where speech is the total duration of speech according to the
reference annotation, miss (respectively fa) is the total du-
ration of segments incorrectly classified as non-speech (resp.
speech) and confusion is the total duration of speech seg-
ments whose detected label is incorrect. In other words, it
is a compound metric that accounts for both speech turns
detection and identification errors.

5.4 Implementation details
All three modules (speech activity detection, speech turn

segmentation and speech turn identification) rely on Mel-
Frequency Cepstral Coe�cients (MFCC) features extracted
every 16ms from a 32ms Hamming sliding window, using
Yaafe open-source toolkit [25]. For speech activity detec-
tion, we use 12 MFCCs and energy first derivative, and 16
Gaussians with diagonal covariance matrix for each state
(speech and non-speech). For speech turn segmentation, we
use 12 MFCCs and energy, 1s-long left/right windows with
a sliding step of 100ms. Speech turn identification relies on
13 MFCCs, their first and second derivatives and the en-
ergy first and second derivatives. The UBM is made of 256
Gaussians with diagonal covariance. Both GMM and HMM
implementations are based on the scikit-learn toolkit [29].
Finally, bilingual fusion parameter ↵ is set to 0.5 in our ex-
periments – thus giving the same weight to both English and
French tracks.

5.5 Reproducible research
Alongside the reproducible corpus, the source code neces-

sary to reproduce and evaluate the results of all speaker iden-
tification experiments (including feature extraction, speech
activity detection, speech turn segmentation and classifica-
tion) is available as open-source software from the corpus
webpage (tvd.niderb.fr).

6. RESULTS

6.1 Speech activity detection
The first set of experiments aims at showing that one can

rely solely on DVD subtitles to train a speech activity detec-
tion module in a weakly supervised fashion. Table 1 com-
pares the performance obtained by the fully supervised (i.e.
trained using reference annotations) and weakly supervised
(i.e. trained using readily available subtitles time spans)
speech activity detection.
It shows that the latter achieves performance nearly as

good as the former (8.1% vs. 7.8%), though they di↵er in
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results speech activity detection

DER // Detection error rate

Approach Subtitles Supervised Unsupervised
DER 19.8% 7.8% 8.1%
Precision 74.6% 94.8% 91.2%
Recall 95.6% 90.4% 94.1%

Table 1: Speech activity detection.

their behavior (better recall for the weakly supervised ap-
proach and better precision for the fully supervised one).
Column Subtitles gives us a first explanation of why this
is happening. It shows that subtitles cover most (95.6%)
speech regions but also contain 25.4% of non-speech regions
– therefore leading to a weakly supervised approach with an
expected tendency to detect non-speech segments as speech.

6.2 Speaker identification
The second set of experiments focuses on speaker iden-

tification. Results are reported in Table 2 depending on
whether identification is applied on reference speech turns
(i.e. with perfect speech activity detection and speech turns
segmentation) or speech turns obtained automatically via
the fully/weakly supervised speech activity detection mod-
ules.

Speaker Segmentation
identification

Reference
Fully Weakly

approach supervised supervised

Oracle 10.0% 24.5% 25.4%
Labeled subtitles 12.8% 27.0% 28.2%
Fully supervised 18.6% 35.9% 37.9%
Weakly supervised 18.5% 35.6% 37.8%

Table 2: Speaker identification error rate (IER) with
manual or automatic speech turn segmentation.

For a given speech turn, the oracle always projects onto
it the correct reference label. If the reference label is a sec-
ondary character, then the oracle chooses the most frequent
main character (here Sheldon). In case of ambiguity (e.g.
when the speech turn covers more than one reference label),
it is solved by choosing the reference label with maximum
overlap duration. Therefore, its errors result either from sec-
ondary characters (for which no model is trained) or from
segmentation errors (i.e. detected speech turns that actually
cover speech turns of multiple characters). Its performance
allows to estimate a lower bound of the impact of segmenta-
tion errors on other approaches. In particular, it shows that
secondary characters account for only 10% of total speech
duration and that incorrect speech activity detection and
segmentation adds another 15.4% errors in total.

The labeled subtitles approach projects labeled subtitles
(obtained in Section 3.1) onto the speech turns in the same
way as the oracle does with reference labels. Its performance
can be used as a measure of how noisy the data used for
training the weakly supervised approach are. Moreover, its
performance close to that of the oracle also indicates that,
when subtitles and transcripts are available, one should use
them directly instead of relying on automatic processing.

Finally, the fully supervised (resp. weakly supervised) ap-
proach rely on reference annotations (resp. automatically
labeled subtitles) to train models for the five main charac-
ters. We conclude that it is not necessary to go through the
costly process of manual annotation to train a speaker iden-

tification system. Indeed, relying on automatically obtained
coarse annotations lead to the exact same overall error rates
(19% for perfect segmentation and 38% for automatic seg-
mentation). The p-value of 78% obtained in a paired-samples
t-test confirms that the performance of the two approaches
are not statistically di↵erent from each other.

6.3 Bilingual speaker identification
Finally, the last set of experiments is related to bilingual

fusion as described in Section 4.1. Table 3 shows that bilin-

IER
Confusion

all characters 5 main char.
English 37.8% 22.5% 7.1%
Bilingual 32.8% 17.5% 2.1%
Improvement �13% �22% �70%

Table 3: Bilingual speaker identification for ↵ = 0.5

gual (English and French) speaker identification significantly
improves monolingual (English) speaker identification per-
formance (down to 32.8% from 37.8%). A detailed analysis
of the error rate shows that confusion errors on the five main
characters are reduced from 7.1% to 2.1% – corresponding
to a relative improvement of 70%. Most of the remaining
errors are coming either from speech segmentation (15.4%)
or secondary characters (15.3%) with no associated models.
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Figure 4: Performance breakdown per episode. Su-
perimposed is the ratio of total speech duration ut-
tered by secondary characters.

As highlighted by Figure 4, absolute improvement is con-
sistent across all 6 episodes, on average 5% with a small
standard deviation of 0.7%. Moreover, a paired-samples t-
test (p-value < 0.01%) confirms that the bilingual approach
statistically and significantly outperforms the monolingual
one. Additionally, note that the variation of performance
between episodes is mostly explained by the ratio of total
speech duration uttered by secondary characters for which
no biometric models are available.
Though ↵ was arbitrary set to 0.5 in the reported results,

Figure 5 allows to better understand its influence on the
overall performance. It shows that combining English and
French approaches always outperforms the English-only sys-
tem, whichever value is chosen for ↵. However, we notice
the unexpected property that French speaker identification
performs better than its English counterpart, even though
the task is evaluated on the English track. This could mean
that French actors’ voices are easier to distinguish from each
other than original actors’ voices.
Figure 6 provides additional insight at the complemen-

tary information provided by the multilingual audio tracks.

• subtitles timespans contain 25% non-speech

where K feature functions (fk) are weighted by a set of co-
e�cients (�k), Zs is a normalizing factor, and a denotes the
set of hidden variables corresponding to the reordering and
segmentation of the source sentence. Since the translation
step is monotonic, the peculiarity of this approach relies
on the use of a n-gram translation model that estimates
the probability of a sequence of bilingual units. Along with
the n-gram translation model and a target n-gram language
model, 13 conventional features are combined in Equation 7:
4 lexicon models similar to the ones used in standard phrase-
based systems; 6 lexicalized reordering models [37, 15] aimed
at predicting the orientation of the next translation unit; a
“weak” distance-based distortion model ; and finally a word-
bonus model and a tuple-bonus model which compensate for
the system preference for short translations.

In the following experiments, we use the state-of-the-art
system submitted to the WMT 13 campaign [5]. This large-
scale system is fully described in [1] and was built using all
the available data provided by the workshop organizers.

The French translated transcripts are then aligned with
French subtitles as described for English in Section 3.1. Em-
pirical results showed that the automatic translation were of
reasonable quality. It is worth noticing that perfect trans-
lations are not required, but they must exhibit a su�cient
word recall to obtain accurate alignments with subtitles.

5. EXPERIMENTAL SETUP

5.1 Evaluation corpus
Audio tracks, subtitles and manual transcripts are ob-

tained from the publicly available TVD corpus [33] that pro-
vides all the necessary tools to generate these resources (ei-
ther from physical DVDs of the series or from the Internet).

For evaluation purposes, reference annotations of the En-
glish audio tracks are obtained from previous work on the
very same TV series [36, 4]. These reference annotations
contains the speech turns of the five main characters of
the series (Sheldon, Leonard, Penny, Howard and Raj ) with
all secondary characters grouped into a sixth class (other).
Though they are not used here, it is worth mentioning that
the non-speech regions are also segmented into several sub-
classes such as music, silence or laughter. Note that ref-
erence annotations are only available for the English audio
tracks. Therefore, although the French track is used to im-
prove the English one, the speaker identification approach
cannot be directly evaluated for French alone.

5.2 Evaluation protocol
Experiments are conducted on the first six episodes of the

first season of The Big Bang Theory TV series because man-
ual speech turns annotations are only available for these very
episodes. This amounts to a total duration of approximately
two hours (each episode being twenty minutes long).

Due to the relatively limited size of the evaluation corpus,
we opted for the leave-one-out cross-validation paradigm.
Putting one episode aside, all other episodes are used to
train both speech activity detection and speaker identifica-
tion models. These models are then applied on the previ-
ously unseen test episode. This process is repeated for each
episode and reported values are averaged over each run.

5.3 Evaluation metrics
Speech activity detection results are reported using three

complementary evaluation metrics. We define the Detection
error rate (DER) as the ratio of the duration incorrectly
classified as speech or non-speech over the total duration
of the episode. Precision is the ratio of the total duration
reported as speech that is indeed annotated as speech in the
reference annotation. Recall is the ratio of the total duration
of speech according to the reference annotation that is is
indeed detected as speech in the hypothesis.
Speaker identification results are reported using Identifi-

cation error rate (IER), defined as follows:

IER =
miss + fa + confusion

speech
(8)

where speech is the total duration of speech according to the
reference annotation, miss (respectively fa) is the total du-
ration of segments incorrectly classified as non-speech (resp.
speech) and confusion is the total duration of speech seg-
ments whose detected label is incorrect. In other words, it
is a compound metric that accounts for both speech turns
detection and identification errors.

5.4 Implementation details
All three modules (speech activity detection, speech turn

segmentation and speech turn identification) rely on Mel-
Frequency Cepstral Coe�cients (MFCC) features extracted
every 16ms from a 32ms Hamming sliding window, using
Yaafe open-source toolkit [25]. For speech activity detec-
tion, we use 12 MFCCs and energy first derivative, and 16
Gaussians with diagonal covariance matrix for each state
(speech and non-speech). For speech turn segmentation, we
use 12 MFCCs and energy, 1s-long left/right windows with
a sliding step of 100ms. Speech turn identification relies on
13 MFCCs, their first and second derivatives and the en-
ergy first and second derivatives. The UBM is made of 256
Gaussians with diagonal covariance. Both GMM and HMM
implementations are based on the scikit-learn toolkit [29].
Finally, bilingual fusion parameter ↵ is set to 0.5 in our ex-
periments – thus giving the same weight to both English and
French tracks.

5.5 Reproducible research
Alongside the reproducible corpus, the source code neces-

sary to reproduce and evaluate the results of all speaker iden-
tification experiments (including feature extraction, speech
activity detection, speech turn segmentation and classifica-
tion) is available as open-source software from the corpus
webpage (tvd.niderb.fr).

6. RESULTS

6.1 Speech activity detection
The first set of experiments aims at showing that one can

rely solely on DVD subtitles to train a speech activity detec-
tion module in a weakly supervised fashion. Table 1 com-
pares the performance obtained by the fully supervised (i.e.
trained using reference annotations) and weakly supervised
(i.e. trained using readily available subtitles time spans)
speech activity detection.
It shows that the latter achieves performance nearly as

good as the former (8.1% vs. 7.8%), though they di↵er in
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Audio tracks, subtitles and manual transcripts are ob-

tained from the publicly available TVD corpus [33] that pro-
vides all the necessary tools to generate these resources (ei-
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glish audio tracks are obtained from previous work on the
very same TV series [36, 4]. These reference annotations
contains the speech turns of the five main characters of
the series (Sheldon, Leonard, Penny, Howard and Raj ) with
all secondary characters grouped into a sixth class (other).
Though they are not used here, it is worth mentioning that
the non-speech regions are also segmented into several sub-
classes such as music, silence or laughter. Note that ref-
erence annotations are only available for the English audio
tracks. Therefore, although the French track is used to im-
prove the English one, the speaker identification approach
cannot be directly evaluated for French alone.

5.2 Evaluation protocol
Experiments are conducted on the first six episodes of the

first season of The Big Bang Theory TV series because man-
ual speech turns annotations are only available for these very
episodes. This amounts to a total duration of approximately
two hours (each episode being twenty minutes long).

Due to the relatively limited size of the evaluation corpus,
we opted for the leave-one-out cross-validation paradigm.
Putting one episode aside, all other episodes are used to
train both speech activity detection and speaker identifica-
tion models. These models are then applied on the previ-
ously unseen test episode. This process is repeated for each
episode and reported values are averaged over each run.

5.3 Evaluation metrics
Speech activity detection results are reported using three

complementary evaluation metrics. We define the Detection
error rate (DER) as the ratio of the duration incorrectly
classified as speech or non-speech over the total duration
of the episode. Precision is the ratio of the total duration
reported as speech that is indeed annotated as speech in the
reference annotation. Recall is the ratio of the total duration
of speech according to the reference annotation that is is
indeed detected as speech in the hypothesis.
Speaker identification results are reported using Identifi-

cation error rate (IER), defined as follows:
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where speech is the total duration of speech according to the
reference annotation, miss (respectively fa) is the total du-
ration of segments incorrectly classified as non-speech (resp.
speech) and confusion is the total duration of speech seg-
ments whose detected label is incorrect. In other words, it
is a compound metric that accounts for both speech turns
detection and identification errors.

5.4 Implementation details
All three modules (speech activity detection, speech turn

segmentation and speech turn identification) rely on Mel-
Frequency Cepstral Coe�cients (MFCC) features extracted
every 16ms from a 32ms Hamming sliding window, using
Yaafe open-source toolkit [25]. For speech activity detec-
tion, we use 12 MFCCs and energy first derivative, and 16
Gaussians with diagonal covariance matrix for each state
(speech and non-speech). For speech turn segmentation, we
use 12 MFCCs and energy, 1s-long left/right windows with
a sliding step of 100ms. Speech turn identification relies on
13 MFCCs, their first and second derivatives and the en-
ergy first and second derivatives. The UBM is made of 256
Gaussians with diagonal covariance. Both GMM and HMM
implementations are based on the scikit-learn toolkit [29].
Finally, bilingual fusion parameter ↵ is set to 0.5 in our ex-
periments – thus giving the same weight to both English and
French tracks.

5.5 Reproducible research
Alongside the reproducible corpus, the source code neces-

sary to reproduce and evaluate the results of all speaker iden-
tification experiments (including feature extraction, speech
activity detection, speech turn segmentation and classifica-
tion) is available as open-source software from the corpus
webpage (tvd.niderb.fr).

6. RESULTS

6.1 Speech activity detection
The first set of experiments aims at showing that one can

rely solely on DVD subtitles to train a speech activity detec-
tion module in a weakly supervised fashion. Table 1 com-
pares the performance obtained by the fully supervised (i.e.
trained using reference annotations) and weakly supervised
(i.e. trained using readily available subtitles time spans)
speech activity detection.
It shows that the latter achieves performance nearly as

good as the former (8.1% vs. 7.8%), though they di↵er in
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results speech activity detection

DER // Detection error rate

Approach Subtitles Supervised Unsupervised
DER 19.8% 7.8% 8.1%
Precision 74.6% 94.8% 91.2%
Recall 95.6% 90.4% 94.1%

Table 1: Speech activity detection.

their behavior (better recall for the weakly supervised ap-
proach and better precision for the fully supervised one).
Column Subtitles gives us a first explanation of why this
is happening. It shows that subtitles cover most (95.6%)
speech regions but also contain 25.4% of non-speech regions
– therefore leading to a weakly supervised approach with an
expected tendency to detect non-speech segments as speech.

6.2 Speaker identification
The second set of experiments focuses on speaker iden-

tification. Results are reported in Table 2 depending on
whether identification is applied on reference speech turns
(i.e. with perfect speech activity detection and speech turns
segmentation) or speech turns obtained automatically via
the fully/weakly supervised speech activity detection mod-
ules.

Speaker Segmentation
identification

Reference
Fully Weakly

approach supervised supervised

Oracle 10.0% 24.5% 25.4%
Labeled subtitles 12.8% 27.0% 28.2%
Fully supervised 18.6% 35.9% 37.9%
Weakly supervised 18.5% 35.6% 37.8%

Table 2: Speaker identification error rate (IER) with
manual or automatic speech turn segmentation.

For a given speech turn, the oracle always projects onto
it the correct reference label. If the reference label is a sec-
ondary character, then the oracle chooses the most frequent
main character (here Sheldon). In case of ambiguity (e.g.
when the speech turn covers more than one reference label),
it is solved by choosing the reference label with maximum
overlap duration. Therefore, its errors result either from sec-
ondary characters (for which no model is trained) or from
segmentation errors (i.e. detected speech turns that actually
cover speech turns of multiple characters). Its performance
allows to estimate a lower bound of the impact of segmenta-
tion errors on other approaches. In particular, it shows that
secondary characters account for only 10% of total speech
duration and that incorrect speech activity detection and
segmentation adds another 15.4% errors in total.

The labeled subtitles approach projects labeled subtitles
(obtained in Section 3.1) onto the speech turns in the same
way as the oracle does with reference labels. Its performance
can be used as a measure of how noisy the data used for
training the weakly supervised approach are. Moreover, its
performance close to that of the oracle also indicates that,
when subtitles and transcripts are available, one should use
them directly instead of relying on automatic processing.

Finally, the fully supervised (resp. weakly supervised) ap-
proach rely on reference annotations (resp. automatically
labeled subtitles) to train models for the five main charac-
ters. We conclude that it is not necessary to go through the
costly process of manual annotation to train a speaker iden-

tification system. Indeed, relying on automatically obtained
coarse annotations lead to the exact same overall error rates
(19% for perfect segmentation and 38% for automatic seg-
mentation). The p-value of 78% obtained in a paired-samples
t-test confirms that the performance of the two approaches
are not statistically di↵erent from each other.

6.3 Bilingual speaker identification
Finally, the last set of experiments is related to bilingual

fusion as described in Section 4.1. Table 3 shows that bilin-

IER
Confusion

all characters 5 main char.
English 37.8% 22.5% 7.1%
Bilingual 32.8% 17.5% 2.1%
Improvement �13% �22% �70%

Table 3: Bilingual speaker identification for ↵ = 0.5

gual (English and French) speaker identification significantly
improves monolingual (English) speaker identification per-
formance (down to 32.8% from 37.8%). A detailed analysis
of the error rate shows that confusion errors on the five main
characters are reduced from 7.1% to 2.1% – corresponding
to a relative improvement of 70%. Most of the remaining
errors are coming either from speech segmentation (15.4%)
or secondary characters (15.3%) with no associated models.
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Figure 4: Performance breakdown per episode. Su-
perimposed is the ratio of total speech duration ut-
tered by secondary characters.

As highlighted by Figure 4, absolute improvement is con-
sistent across all 6 episodes, on average 5% with a small
standard deviation of 0.7%. Moreover, a paired-samples t-
test (p-value < 0.01%) confirms that the bilingual approach
statistically and significantly outperforms the monolingual
one. Additionally, note that the variation of performance
between episodes is mostly explained by the ratio of total
speech duration uttered by secondary characters for which
no biometric models are available.
Though ↵ was arbitrary set to 0.5 in the reported results,

Figure 5 allows to better understand its influence on the
overall performance. It shows that combining English and
French approaches always outperforms the English-only sys-
tem, whichever value is chosen for ↵. However, we notice
the unexpected property that French speaker identification
performs better than its English counterpart, even though
the task is evaluated on the English track. This could mean
that French actors’ voices are easier to distinguish from each
other than original actors’ voices.
Figure 6 provides additional insight at the complemen-

tary information provided by the multilingual audio tracks.

• subtitles timespans contain 25% non-speech

• precision is better for fully supervised 
recall is better fo weakly supervised

where K feature functions (fk) are weighted by a set of co-
e�cients (�k), Zs is a normalizing factor, and a denotes the
set of hidden variables corresponding to the reordering and
segmentation of the source sentence. Since the translation
step is monotonic, the peculiarity of this approach relies
on the use of a n-gram translation model that estimates
the probability of a sequence of bilingual units. Along with
the n-gram translation model and a target n-gram language
model, 13 conventional features are combined in Equation 7:
4 lexicon models similar to the ones used in standard phrase-
based systems; 6 lexicalized reordering models [37, 15] aimed
at predicting the orientation of the next translation unit; a
“weak” distance-based distortion model ; and finally a word-
bonus model and a tuple-bonus model which compensate for
the system preference for short translations.

In the following experiments, we use the state-of-the-art
system submitted to the WMT 13 campaign [5]. This large-
scale system is fully described in [1] and was built using all
the available data provided by the workshop organizers.

The French translated transcripts are then aligned with
French subtitles as described for English in Section 3.1. Em-
pirical results showed that the automatic translation were of
reasonable quality. It is worth noticing that perfect trans-
lations are not required, but they must exhibit a su�cient
word recall to obtain accurate alignments with subtitles.

5. EXPERIMENTAL SETUP

5.1 Evaluation corpus
Audio tracks, subtitles and manual transcripts are ob-

tained from the publicly available TVD corpus [33] that pro-
vides all the necessary tools to generate these resources (ei-
ther from physical DVDs of the series or from the Internet).

For evaluation purposes, reference annotations of the En-
glish audio tracks are obtained from previous work on the
very same TV series [36, 4]. These reference annotations
contains the speech turns of the five main characters of
the series (Sheldon, Leonard, Penny, Howard and Raj ) with
all secondary characters grouped into a sixth class (other).
Though they are not used here, it is worth mentioning that
the non-speech regions are also segmented into several sub-
classes such as music, silence or laughter. Note that ref-
erence annotations are only available for the English audio
tracks. Therefore, although the French track is used to im-
prove the English one, the speaker identification approach
cannot be directly evaluated for French alone.

5.2 Evaluation protocol
Experiments are conducted on the first six episodes of the

first season of The Big Bang Theory TV series because man-
ual speech turns annotations are only available for these very
episodes. This amounts to a total duration of approximately
two hours (each episode being twenty minutes long).

Due to the relatively limited size of the evaluation corpus,
we opted for the leave-one-out cross-validation paradigm.
Putting one episode aside, all other episodes are used to
train both speech activity detection and speaker identifica-
tion models. These models are then applied on the previ-
ously unseen test episode. This process is repeated for each
episode and reported values are averaged over each run.

5.3 Evaluation metrics
Speech activity detection results are reported using three

complementary evaluation metrics. We define the Detection
error rate (DER) as the ratio of the duration incorrectly
classified as speech or non-speech over the total duration
of the episode. Precision is the ratio of the total duration
reported as speech that is indeed annotated as speech in the
reference annotation. Recall is the ratio of the total duration
of speech according to the reference annotation that is is
indeed detected as speech in the hypothesis.
Speaker identification results are reported using Identifi-

cation error rate (IER), defined as follows:

IER =
miss + fa + confusion

speech
(8)

where speech is the total duration of speech according to the
reference annotation, miss (respectively fa) is the total du-
ration of segments incorrectly classified as non-speech (resp.
speech) and confusion is the total duration of speech seg-
ments whose detected label is incorrect. In other words, it
is a compound metric that accounts for both speech turns
detection and identification errors.

5.4 Implementation details
All three modules (speech activity detection, speech turn

segmentation and speech turn identification) rely on Mel-
Frequency Cepstral Coe�cients (MFCC) features extracted
every 16ms from a 32ms Hamming sliding window, using
Yaafe open-source toolkit [25]. For speech activity detec-
tion, we use 12 MFCCs and energy first derivative, and 16
Gaussians with diagonal covariance matrix for each state
(speech and non-speech). For speech turn segmentation, we
use 12 MFCCs and energy, 1s-long left/right windows with
a sliding step of 100ms. Speech turn identification relies on
13 MFCCs, their first and second derivatives and the en-
ergy first and second derivatives. The UBM is made of 256
Gaussians with diagonal covariance. Both GMM and HMM
implementations are based on the scikit-learn toolkit [29].
Finally, bilingual fusion parameter ↵ is set to 0.5 in our ex-
periments – thus giving the same weight to both English and
French tracks.

5.5 Reproducible research
Alongside the reproducible corpus, the source code neces-

sary to reproduce and evaluate the results of all speaker iden-
tification experiments (including feature extraction, speech
activity detection, speech turn segmentation and classifica-
tion) is available as open-source software from the corpus
webpage (tvd.niderb.fr).

6. RESULTS

6.1 Speech activity detection
The first set of experiments aims at showing that one can

rely solely on DVD subtitles to train a speech activity detec-
tion module in a weakly supervised fashion. Table 1 com-
pares the performance obtained by the fully supervised (i.e.
trained using reference annotations) and weakly supervised
(i.e. trained using readily available subtitles time spans)
speech activity detection.
It shows that the latter achieves performance nearly as

good as the former (8.1% vs. 7.8%), though they di↵er in
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system submitted to the WMT 13 campaign [5]. This large-
scale system is fully described in [1] and was built using all
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pirical results showed that the automatic translation were of
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lations are not required, but they must exhibit a su�cient
word recall to obtain accurate alignments with subtitles.
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tained from the publicly available TVD corpus [33] that pro-
vides all the necessary tools to generate these resources (ei-
ther from physical DVDs of the series or from the Internet).

For evaluation purposes, reference annotations of the En-
glish audio tracks are obtained from previous work on the
very same TV series [36, 4]. These reference annotations
contains the speech turns of the five main characters of
the series (Sheldon, Leonard, Penny, Howard and Raj ) with
all secondary characters grouped into a sixth class (other).
Though they are not used here, it is worth mentioning that
the non-speech regions are also segmented into several sub-
classes such as music, silence or laughter. Note that ref-
erence annotations are only available for the English audio
tracks. Therefore, although the French track is used to im-
prove the English one, the speaker identification approach
cannot be directly evaluated for French alone.

5.2 Evaluation protocol
Experiments are conducted on the first six episodes of the

first season of The Big Bang Theory TV series because man-
ual speech turns annotations are only available for these very
episodes. This amounts to a total duration of approximately
two hours (each episode being twenty minutes long).

Due to the relatively limited size of the evaluation corpus,
we opted for the leave-one-out cross-validation paradigm.
Putting one episode aside, all other episodes are used to
train both speech activity detection and speaker identifica-
tion models. These models are then applied on the previ-
ously unseen test episode. This process is repeated for each
episode and reported values are averaged over each run.

5.3 Evaluation metrics
Speech activity detection results are reported using three

complementary evaluation metrics. We define the Detection
error rate (DER) as the ratio of the duration incorrectly
classified as speech or non-speech over the total duration
of the episode. Precision is the ratio of the total duration
reported as speech that is indeed annotated as speech in the
reference annotation. Recall is the ratio of the total duration
of speech according to the reference annotation that is is
indeed detected as speech in the hypothesis.
Speaker identification results are reported using Identifi-

cation error rate (IER), defined as follows:

IER =
miss + fa + confusion

speech
(8)

where speech is the total duration of speech according to the
reference annotation, miss (respectively fa) is the total du-
ration of segments incorrectly classified as non-speech (resp.
speech) and confusion is the total duration of speech seg-
ments whose detected label is incorrect. In other words, it
is a compound metric that accounts for both speech turns
detection and identification errors.

5.4 Implementation details
All three modules (speech activity detection, speech turn

segmentation and speech turn identification) rely on Mel-
Frequency Cepstral Coe�cients (MFCC) features extracted
every 16ms from a 32ms Hamming sliding window, using
Yaafe open-source toolkit [25]. For speech activity detec-
tion, we use 12 MFCCs and energy first derivative, and 16
Gaussians with diagonal covariance matrix for each state
(speech and non-speech). For speech turn segmentation, we
use 12 MFCCs and energy, 1s-long left/right windows with
a sliding step of 100ms. Speech turn identification relies on
13 MFCCs, their first and second derivatives and the en-
ergy first and second derivatives. The UBM is made of 256
Gaussians with diagonal covariance. Both GMM and HMM
implementations are based on the scikit-learn toolkit [29].
Finally, bilingual fusion parameter ↵ is set to 0.5 in our ex-
periments – thus giving the same weight to both English and
French tracks.

5.5 Reproducible research
Alongside the reproducible corpus, the source code neces-

sary to reproduce and evaluate the results of all speaker iden-
tification experiments (including feature extraction, speech
activity detection, speech turn segmentation and classifica-
tion) is available as open-source software from the corpus
webpage (tvd.niderb.fr).

6. RESULTS

6.1 Speech activity detection
The first set of experiments aims at showing that one can

rely solely on DVD subtitles to train a speech activity detec-
tion module in a weakly supervised fashion. Table 1 com-
pares the performance obtained by the fully supervised (i.e.
trained using reference annotations) and weakly supervised
(i.e. trained using readily available subtitles time spans)
speech activity detection.
It shows that the latter achieves performance nearly as

good as the former (8.1% vs. 7.8%), though they di↵er in
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results speech activity detection

DER // Detection error rate

Approach Subtitles Supervised Unsupervised
DER 19.8% 7.8% 8.1%
Precision 74.6% 94.8% 91.2%
Recall 95.6% 90.4% 94.1%

Table 1: Speech activity detection.

their behavior (better recall for the weakly supervised ap-
proach and better precision for the fully supervised one).
Column Subtitles gives us a first explanation of why this
is happening. It shows that subtitles cover most (95.6%)
speech regions but also contain 25.4% of non-speech regions
– therefore leading to a weakly supervised approach with an
expected tendency to detect non-speech segments as speech.

6.2 Speaker identification
The second set of experiments focuses on speaker iden-

tification. Results are reported in Table 2 depending on
whether identification is applied on reference speech turns
(i.e. with perfect speech activity detection and speech turns
segmentation) or speech turns obtained automatically via
the fully/weakly supervised speech activity detection mod-
ules.

Speaker Segmentation
identification

Reference
Fully Weakly

approach supervised supervised

Oracle 10.0% 24.5% 25.4%
Labeled subtitles 12.8% 27.0% 28.2%
Fully supervised 18.6% 35.9% 37.9%
Weakly supervised 18.5% 35.6% 37.8%

Table 2: Speaker identification error rate (IER) with
manual or automatic speech turn segmentation.

For a given speech turn, the oracle always projects onto
it the correct reference label. If the reference label is a sec-
ondary character, then the oracle chooses the most frequent
main character (here Sheldon). In case of ambiguity (e.g.
when the speech turn covers more than one reference label),
it is solved by choosing the reference label with maximum
overlap duration. Therefore, its errors result either from sec-
ondary characters (for which no model is trained) or from
segmentation errors (i.e. detected speech turns that actually
cover speech turns of multiple characters). Its performance
allows to estimate a lower bound of the impact of segmenta-
tion errors on other approaches. In particular, it shows that
secondary characters account for only 10% of total speech
duration and that incorrect speech activity detection and
segmentation adds another 15.4% errors in total.

The labeled subtitles approach projects labeled subtitles
(obtained in Section 3.1) onto the speech turns in the same
way as the oracle does with reference labels. Its performance
can be used as a measure of how noisy the data used for
training the weakly supervised approach are. Moreover, its
performance close to that of the oracle also indicates that,
when subtitles and transcripts are available, one should use
them directly instead of relying on automatic processing.

Finally, the fully supervised (resp. weakly supervised) ap-
proach rely on reference annotations (resp. automatically
labeled subtitles) to train models for the five main charac-
ters. We conclude that it is not necessary to go through the
costly process of manual annotation to train a speaker iden-

tification system. Indeed, relying on automatically obtained
coarse annotations lead to the exact same overall error rates
(19% for perfect segmentation and 38% for automatic seg-
mentation). The p-value of 78% obtained in a paired-samples
t-test confirms that the performance of the two approaches
are not statistically di↵erent from each other.

6.3 Bilingual speaker identification
Finally, the last set of experiments is related to bilingual

fusion as described in Section 4.1. Table 3 shows that bilin-

IER
Confusion

all characters 5 main char.
English 37.8% 22.5% 7.1%
Bilingual 32.8% 17.5% 2.1%
Improvement �13% �22% �70%

Table 3: Bilingual speaker identification for ↵ = 0.5

gual (English and French) speaker identification significantly
improves monolingual (English) speaker identification per-
formance (down to 32.8% from 37.8%). A detailed analysis
of the error rate shows that confusion errors on the five main
characters are reduced from 7.1% to 2.1% – corresponding
to a relative improvement of 70%. Most of the remaining
errors are coming either from speech segmentation (15.4%)
or secondary characters (15.3%) with no associated models.
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Figure 4: Performance breakdown per episode. Su-
perimposed is the ratio of total speech duration ut-
tered by secondary characters.

As highlighted by Figure 4, absolute improvement is con-
sistent across all 6 episodes, on average 5% with a small
standard deviation of 0.7%. Moreover, a paired-samples t-
test (p-value < 0.01%) confirms that the bilingual approach
statistically and significantly outperforms the monolingual
one. Additionally, note that the variation of performance
between episodes is mostly explained by the ratio of total
speech duration uttered by secondary characters for which
no biometric models are available.
Though ↵ was arbitrary set to 0.5 in the reported results,

Figure 5 allows to better understand its influence on the
overall performance. It shows that combining English and
French approaches always outperforms the English-only sys-
tem, whichever value is chosen for ↵. However, we notice
the unexpected property that French speaker identification
performs better than its English counterpart, even though
the task is evaluated on the English track. This could mean
that French actors’ voices are easier to distinguish from each
other than original actors’ voices.
Figure 6 provides additional insight at the complemen-

tary information provided by the multilingual audio tracks.

• subtitles timespans contain 25% non-speech

• precision is better for fully supervised 
recall is better fo weakly supervised

• weakly supervised is almost on par with fully supervised

where K feature functions (fk) are weighted by a set of co-
e�cients (�k), Zs is a normalizing factor, and a denotes the
set of hidden variables corresponding to the reordering and
segmentation of the source sentence. Since the translation
step is monotonic, the peculiarity of this approach relies
on the use of a n-gram translation model that estimates
the probability of a sequence of bilingual units. Along with
the n-gram translation model and a target n-gram language
model, 13 conventional features are combined in Equation 7:
4 lexicon models similar to the ones used in standard phrase-
based systems; 6 lexicalized reordering models [37, 15] aimed
at predicting the orientation of the next translation unit; a
“weak” distance-based distortion model ; and finally a word-
bonus model and a tuple-bonus model which compensate for
the system preference for short translations.

In the following experiments, we use the state-of-the-art
system submitted to the WMT 13 campaign [5]. This large-
scale system is fully described in [1] and was built using all
the available data provided by the workshop organizers.

The French translated transcripts are then aligned with
French subtitles as described for English in Section 3.1. Em-
pirical results showed that the automatic translation were of
reasonable quality. It is worth noticing that perfect trans-
lations are not required, but they must exhibit a su�cient
word recall to obtain accurate alignments with subtitles.

5. EXPERIMENTAL SETUP

5.1 Evaluation corpus
Audio tracks, subtitles and manual transcripts are ob-

tained from the publicly available TVD corpus [33] that pro-
vides all the necessary tools to generate these resources (ei-
ther from physical DVDs of the series or from the Internet).

For evaluation purposes, reference annotations of the En-
glish audio tracks are obtained from previous work on the
very same TV series [36, 4]. These reference annotations
contains the speech turns of the five main characters of
the series (Sheldon, Leonard, Penny, Howard and Raj ) with
all secondary characters grouped into a sixth class (other).
Though they are not used here, it is worth mentioning that
the non-speech regions are also segmented into several sub-
classes such as music, silence or laughter. Note that ref-
erence annotations are only available for the English audio
tracks. Therefore, although the French track is used to im-
prove the English one, the speaker identification approach
cannot be directly evaluated for French alone.

5.2 Evaluation protocol
Experiments are conducted on the first six episodes of the

first season of The Big Bang Theory TV series because man-
ual speech turns annotations are only available for these very
episodes. This amounts to a total duration of approximately
two hours (each episode being twenty minutes long).

Due to the relatively limited size of the evaluation corpus,
we opted for the leave-one-out cross-validation paradigm.
Putting one episode aside, all other episodes are used to
train both speech activity detection and speaker identifica-
tion models. These models are then applied on the previ-
ously unseen test episode. This process is repeated for each
episode and reported values are averaged over each run.

5.3 Evaluation metrics
Speech activity detection results are reported using three

complementary evaluation metrics. We define the Detection
error rate (DER) as the ratio of the duration incorrectly
classified as speech or non-speech over the total duration
of the episode. Precision is the ratio of the total duration
reported as speech that is indeed annotated as speech in the
reference annotation. Recall is the ratio of the total duration
of speech according to the reference annotation that is is
indeed detected as speech in the hypothesis.
Speaker identification results are reported using Identifi-

cation error rate (IER), defined as follows:

IER =
miss + fa + confusion

speech
(8)

where speech is the total duration of speech according to the
reference annotation, miss (respectively fa) is the total du-
ration of segments incorrectly classified as non-speech (resp.
speech) and confusion is the total duration of speech seg-
ments whose detected label is incorrect. In other words, it
is a compound metric that accounts for both speech turns
detection and identification errors.

5.4 Implementation details
All three modules (speech activity detection, speech turn

segmentation and speech turn identification) rely on Mel-
Frequency Cepstral Coe�cients (MFCC) features extracted
every 16ms from a 32ms Hamming sliding window, using
Yaafe open-source toolkit [25]. For speech activity detec-
tion, we use 12 MFCCs and energy first derivative, and 16
Gaussians with diagonal covariance matrix for each state
(speech and non-speech). For speech turn segmentation, we
use 12 MFCCs and energy, 1s-long left/right windows with
a sliding step of 100ms. Speech turn identification relies on
13 MFCCs, their first and second derivatives and the en-
ergy first and second derivatives. The UBM is made of 256
Gaussians with diagonal covariance. Both GMM and HMM
implementations are based on the scikit-learn toolkit [29].
Finally, bilingual fusion parameter ↵ is set to 0.5 in our ex-
periments – thus giving the same weight to both English and
French tracks.

5.5 Reproducible research
Alongside the reproducible corpus, the source code neces-

sary to reproduce and evaluate the results of all speaker iden-
tification experiments (including feature extraction, speech
activity detection, speech turn segmentation and classifica-
tion) is available as open-source software from the corpus
webpage (tvd.niderb.fr).

6. RESULTS

6.1 Speech activity detection
The first set of experiments aims at showing that one can

rely solely on DVD subtitles to train a speech activity detec-
tion module in a weakly supervised fashion. Table 1 com-
pares the performance obtained by the fully supervised (i.e.
trained using reference annotations) and weakly supervised
(i.e. trained using readily available subtitles time spans)
speech activity detection.
It shows that the latter achieves performance nearly as

good as the former (8.1% vs. 7.8%), though they di↵er in
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results speaker identification

Approach Subtitles Supervised Unsupervised
DER 19.8% 7.8% 8.1%
Precision 74.6% 94.8% 91.2%
Recall 95.6% 90.4% 94.1%

Table 1: Speech activity detection.

their behavior (better recall for the weakly supervised ap-
proach and better precision for the fully supervised one).
Column Subtitles gives us a first explanation of why this
is happening. It shows that subtitles cover most (95.6%)
speech regions but also contain 25.4% of non-speech regions
– therefore leading to a weakly supervised approach with an
expected tendency to detect non-speech segments as speech.

6.2 Speaker identification
The second set of experiments focuses on speaker iden-

tification. Results are reported in Table 2 depending on
whether identification is applied on reference speech turns
(i.e. with perfect speech activity detection and speech turns
segmentation) or speech turns obtained automatically via
the fully/weakly supervised speech activity detection mod-
ules.

Speaker Segmentation
identification

Reference
Fully Weakly

approach supervised supervised

Oracle 10.0% 24.5% 25.4%
Labeled subtitles 12.8% 27.0% 28.2%
Fully supervised 18.6% 35.9% 37.9%
Weakly supervised 18.5% 35.6% 37.8%

Table 2: Speaker identification error rate (IER) with
manual or automatic speech turn segmentation.

For a given speech turn, the oracle always projects onto
it the correct reference label. If the reference label is a sec-
ondary character, then the oracle chooses the most frequent
main character (here Sheldon). In case of ambiguity (e.g.
when the speech turn covers more than one reference label),
it is solved by choosing the reference label with maximum
overlap duration. Therefore, its errors result either from sec-
ondary characters (for which no model is trained) or from
segmentation errors (i.e. detected speech turns that actually
cover speech turns of multiple characters). Its performance
allows to estimate a lower bound of the impact of segmenta-
tion errors on other approaches. In particular, it shows that
secondary characters account for only 10% of total speech
duration and that incorrect speech activity detection and
segmentation adds another 15.4% errors in total.

The labeled subtitles approach projects labeled subtitles
(obtained in Section 3.1) onto the speech turns in the same
way as the oracle does with reference labels. Its performance
can be used as a measure of how noisy the data used for
training the weakly supervised approach are. Moreover, its
performance close to that of the oracle also indicates that,
when subtitles and transcripts are available, one should use
them directly instead of relying on automatic processing.

Finally, the fully supervised (resp. weakly supervised) ap-
proach rely on reference annotations (resp. automatically
labeled subtitles) to train models for the five main charac-
ters. We conclude that it is not necessary to go through the
costly process of manual annotation to train a speaker iden-

tification system. Indeed, relying on automatically obtained
coarse annotations lead to the exact same overall error rates
(19% for perfect segmentation and 38% for automatic seg-
mentation). The p-value of 78% obtained in a paired-samples
t-test confirms that the performance of the two approaches
are not statistically di↵erent from each other.

6.3 Bilingual speaker identification
Finally, the last set of experiments is related to bilingual

fusion as described in Section 4.1. Table 3 shows that bilin-

IER
Confusion

all characters 5 main char.
English 37.8% 22.5% 7.1%
Bilingual 32.8% 17.5% 2.1%
Improvement �13% �22% �70%

Table 3: Bilingual speaker identification for ↵ = 0.5

gual (English and French) speaker identification significantly
improves monolingual (English) speaker identification per-
formance (down to 32.8% from 37.8%). A detailed analysis
of the error rate shows that confusion errors on the five main
characters are reduced from 7.1% to 2.1% – corresponding
to a relative improvement of 70%. Most of the remaining
errors are coming either from speech segmentation (15.4%)
or secondary characters (15.3%) with no associated models.
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Figure 4: Performance breakdown per episode. Su-
perimposed is the ratio of total speech duration ut-
tered by secondary characters.

As highlighted by Figure 4, absolute improvement is con-
sistent across all 6 episodes, on average 5% with a small
standard deviation of 0.7%. Moreover, a paired-samples t-
test (p-value < 0.01%) confirms that the bilingual approach
statistically and significantly outperforms the monolingual
one. Additionally, note that the variation of performance
between episodes is mostly explained by the ratio of total
speech duration uttered by secondary characters for which
no biometric models are available.
Though ↵ was arbitrary set to 0.5 in the reported results,

Figure 5 allows to better understand its influence on the
overall performance. It shows that combining English and
French approaches always outperforms the English-only sys-
tem, whichever value is chosen for ↵. However, we notice
the unexpected property that French speaker identification
performs better than its English counterpart, even though
the task is evaluated on the English track. This could mean
that French actors’ voices are easier to distinguish from each
other than original actors’ voices.
Figure 6 provides additional insight at the complemen-

tary information provided by the multilingual audio tracks.

Speech activity detection
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allows to estimate a lower bound of the impact of segmenta-
tion errors on other approaches. In particular, it shows that
secondary characters account for only 10% of total speech
duration and that incorrect speech activity detection and
segmentation adds another 15.4% errors in total.

The labeled subtitles approach projects labeled subtitles
(obtained in Section 3.1) onto the speech turns in the same
way as the oracle does with reference labels. Its performance
can be used as a measure of how noisy the data used for
training the weakly supervised approach are. Moreover, its
performance close to that of the oracle also indicates that,
when subtitles and transcripts are available, one should use
them directly instead of relying on automatic processing.

Finally, the fully supervised (resp. weakly supervised) ap-
proach rely on reference annotations (resp. automatically
labeled subtitles) to train models for the five main charac-
ters. We conclude that it is not necessary to go through the
costly process of manual annotation to train a speaker iden-

tification system. Indeed, relying on automatically obtained
coarse annotations lead to the exact same overall error rates
(19% for perfect segmentation and 38% for automatic seg-
mentation). The p-value of 78% obtained in a paired-samples
t-test confirms that the performance of the two approaches
are not statistically di↵erent from each other.
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gual (English and French) speaker identification significantly
improves monolingual (English) speaker identification per-
formance (down to 32.8% from 37.8%). A detailed analysis
of the error rate shows that confusion errors on the five main
characters are reduced from 7.1% to 2.1% – corresponding
to a relative improvement of 70%. Most of the remaining
errors are coming either from speech segmentation (15.4%)
or secondary characters (15.3%) with no associated models.
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Figure 4: Performance breakdown per episode. Su-
perimposed is the ratio of total speech duration ut-
tered by secondary characters.

As highlighted by Figure 4, absolute improvement is con-
sistent across all 6 episodes, on average 5% with a small
standard deviation of 0.7%. Moreover, a paired-samples t-
test (p-value < 0.01%) confirms that the bilingual approach
statistically and significantly outperforms the monolingual
one. Additionally, note that the variation of performance
between episodes is mostly explained by the ratio of total
speech duration uttered by secondary characters for which
no biometric models are available.
Though ↵ was arbitrary set to 0.5 in the reported results,

Figure 5 allows to better understand its influence on the
overall performance. It shows that combining English and
French approaches always outperforms the English-only sys-
tem, whichever value is chosen for ↵. However, we notice
the unexpected property that French speaker identification
performs better than its English counterpart, even though
the task is evaluated on the English track. This could mean
that French actors’ voices are easier to distinguish from each
other than original actors’ voices.
Figure 6 provides additional insight at the complemen-

tary information provided by the multilingual audio tracks.
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of the error rate shows that confusion errors on the five main
characters are reduced from 7.1% to 2.1% – corresponding
to a relative improvement of 70%. Most of the remaining
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tered by secondary characters.

As highlighted by Figure 4, absolute improvement is con-
sistent across all 6 episodes, on average 5% with a small
standard deviation of 0.7%. Moreover, a paired-samples t-
test (p-value < 0.01%) confirms that the bilingual approach
statistically and significantly outperforms the monolingual
one. Additionally, note that the variation of performance
between episodes is mostly explained by the ratio of total
speech duration uttered by secondary characters for which
no biometric models are available.
Though ↵ was arbitrary set to 0.5 in the reported results,

Figure 5 allows to better understand its influence on the
overall performance. It shows that combining English and
French approaches always outperforms the English-only sys-
tem, whichever value is chosen for ↵. However, we notice
the unexpected property that French speaker identification
performs better than its English counterpart, even though
the task is evaluated on the English track. This could mean
that French actors’ voices are easier to distinguish from each
other than original actors’ voices.
Figure 6 provides additional insight at the complemen-

tary information provided by the multilingual audio tracks.

• secondary characters represent 10% of speech duration

• we should use subtitles and transcripts when available

Speech activity detection
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results speaker identification

Approach Subtitles Supervised Unsupervised
DER 19.8% 7.8% 8.1%
Precision 74.6% 94.8% 91.2%
Recall 95.6% 90.4% 94.1%

Table 1: Speech activity detection.

their behavior (better recall for the weakly supervised ap-
proach and better precision for the fully supervised one).
Column Subtitles gives us a first explanation of why this
is happening. It shows that subtitles cover most (95.6%)
speech regions but also contain 25.4% of non-speech regions
– therefore leading to a weakly supervised approach with an
expected tendency to detect non-speech segments as speech.

6.2 Speaker identification
The second set of experiments focuses on speaker iden-

tification. Results are reported in Table 2 depending on
whether identification is applied on reference speech turns
(i.e. with perfect speech activity detection and speech turns
segmentation) or speech turns obtained automatically via
the fully/weakly supervised speech activity detection mod-
ules.

Speaker Segmentation
identification

Reference
Fully Weakly

approach supervised supervised

Oracle 10.0% 24.5% 25.4%
Labeled subtitles 12.8% 27.0% 28.2%
Fully supervised 18.6% 35.9% 37.9%
Weakly supervised 18.5% 35.6% 37.8%

Table 2: Speaker identification error rate (IER) with
manual or automatic speech turn segmentation.

For a given speech turn, the oracle always projects onto
it the correct reference label. If the reference label is a sec-
ondary character, then the oracle chooses the most frequent
main character (here Sheldon). In case of ambiguity (e.g.
when the speech turn covers more than one reference label),
it is solved by choosing the reference label with maximum
overlap duration. Therefore, its errors result either from sec-
ondary characters (for which no model is trained) or from
segmentation errors (i.e. detected speech turns that actually
cover speech turns of multiple characters). Its performance
allows to estimate a lower bound of the impact of segmenta-
tion errors on other approaches. In particular, it shows that
secondary characters account for only 10% of total speech
duration and that incorrect speech activity detection and
segmentation adds another 15.4% errors in total.

The labeled subtitles approach projects labeled subtitles
(obtained in Section 3.1) onto the speech turns in the same
way as the oracle does with reference labels. Its performance
can be used as a measure of how noisy the data used for
training the weakly supervised approach are. Moreover, its
performance close to that of the oracle also indicates that,
when subtitles and transcripts are available, one should use
them directly instead of relying on automatic processing.

Finally, the fully supervised (resp. weakly supervised) ap-
proach rely on reference annotations (resp. automatically
labeled subtitles) to train models for the five main charac-
ters. We conclude that it is not necessary to go through the
costly process of manual annotation to train a speaker iden-

tification system. Indeed, relying on automatically obtained
coarse annotations lead to the exact same overall error rates
(19% for perfect segmentation and 38% for automatic seg-
mentation). The p-value of 78% obtained in a paired-samples
t-test confirms that the performance of the two approaches
are not statistically di↵erent from each other.

6.3 Bilingual speaker identification
Finally, the last set of experiments is related to bilingual

fusion as described in Section 4.1. Table 3 shows that bilin-

IER
Confusion

all characters 5 main char.
English 37.8% 22.5% 7.1%
Bilingual 32.8% 17.5% 2.1%
Improvement �13% �22% �70%

Table 3: Bilingual speaker identification for ↵ = 0.5

gual (English and French) speaker identification significantly
improves monolingual (English) speaker identification per-
formance (down to 32.8% from 37.8%). A detailed analysis
of the error rate shows that confusion errors on the five main
characters are reduced from 7.1% to 2.1% – corresponding
to a relative improvement of 70%. Most of the remaining
errors are coming either from speech segmentation (15.4%)
or secondary characters (15.3%) with no associated models.

Episode1 Episode2 Episode3 Episode4 Episode5 Episode6
0%

10%

20%

30%

40%

50%

IER

English
Bilingual

0%

10%

20%

30%

40%

50%

2nd char.

ot
h
er

Figure 4: Performance breakdown per episode. Su-
perimposed is the ratio of total speech duration ut-
tered by secondary characters.

As highlighted by Figure 4, absolute improvement is con-
sistent across all 6 episodes, on average 5% with a small
standard deviation of 0.7%. Moreover, a paired-samples t-
test (p-value < 0.01%) confirms that the bilingual approach
statistically and significantly outperforms the monolingual
one. Additionally, note that the variation of performance
between episodes is mostly explained by the ratio of total
speech duration uttered by secondary characters for which
no biometric models are available.
Though ↵ was arbitrary set to 0.5 in the reported results,

Figure 5 allows to better understand its influence on the
overall performance. It shows that combining English and
French approaches always outperforms the English-only sys-
tem, whichever value is chosen for ↵. However, we notice
the unexpected property that French speaker identification
performs better than its English counterpart, even though
the task is evaluated on the English track. This could mean
that French actors’ voices are easier to distinguish from each
other than original actors’ voices.
Figure 6 provides additional insight at the complemen-

tary information provided by the multilingual audio tracks.

• secondary characters represent 10% of speech duration

• we should use subtitles and transcripts when available

• weakly supervised is almost on par with fully supervised

Speech activity detection
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Figure 3: Badly segmented (light grey) regions in subtitles highlight the fact that subtitles time spans only
provide coarse annotations for weakly supervised training of speech activity detection. Similarly, incorrectly
labeled (dark grey) regions in automatically labeled subtitles highlight that they provide noisy supervision
for speaker identification training. Finally, comparing English and French reference speech turns shows that
they are approximately synchronized and therefore can be combined for bilingual speaker identification.

regions in Figure 3). This is actually deliberate because
subtitles need to be displayed long enough for the viewer
to be able to read them entirely. More precisely, statistics
reported in column subtitles of Table 1 indicate that subti-
tles do cover most (95.6%) of speech regions. However, as
anticipated, they also contain 25.4% of non-speech regions.

Similarly, errors in the automatic alignment of manual
transcripts and subtitles may results in noisy speaker labels
(colored as dark grey regions in Figure 3). However, we will
show in Section 6 that the performance of both speech activ-
ity detection and speech turn identification is not degraded
when those noisy annotations are used in place of manual
annotations.

4. BILINGUAL IDENTIFICATION
In an increasingly multilingual and multicultural world,

many TV programs come as rich multi-lingual content. TV
series or movie DVDs, for example, usually contain multi-
lingual audio tracks and/or subtitles. Original characters’
voices are dubbed in alternative languages by professional
voice actors. In a given language, each character is always
dubbed by the same voice actor and no two main characters
share the same voice actor.

While a speaker identification system may have trouble
distinguishing the voices of two characters in the original
language, it is quite unlikely to be also the case with their
dubbed voices (and reciprocally). Hence, we show how one
can take advantage of these complementary sources of infor-
mation.

4.1 Bilingual fusion
In this work, we focus on a bilingual (English + French)

fusion approach to make the most of the multi-lingual addi-
tional audio tracks and improve speaker identification in the
original language (English). As illustrated in Figure 3, and
for obvious lip-sync reasons, the French speech turns tend
to strongly follow the segmentation in the original English
language, though they are not perfectly synchronous. There-
fore, we propose to train two distinct mono-lingual speaker

identification systems (one for English and one for French)
and combine them at score level:

⇢ti = ↵ · ⇢EN
ti + (1� ↵) · ⇢FR

ti (6)

where ↵ 2 [0, 1] is a weighting coe�cient.
While we could directly transfer English annotations onto

the French track (leading to potentially noisier annotations)
in order to train the French speaker identification module,
we chose to automatically translate English transcripts into
French before aligning them with French subtitles as de-
scribed in Section 3.1.

4.2 Manual transcripts translation
To translate transcripts, we use Ncode, an open source

n-gram Statistical Machine Translation (SMT) system1. This
system achieved state-of-the-art performance in recentWork-
shop on Statistical Machine Translation (WMT) evaluation
campaigns [9, 5]. Ncode implements the bilingual n-gram
approach to SMT [11, 23, 14] that is closely related to the
standard phrase-based approach [22].
In this approach, to translate a source sentence s into

a target sentence t, the translation process is decomposed
into two steps: first the source sentence is reordered ac-
cording to a set of rewriting rules so as to reproduce the
target word order; this generates a word lattice containing
the most promising source permutations. Then, this can-
didate lattice is translated in a monotonic way from left to
right. The monotonic translation step involves to consider
all the possible segmentation of the candidates in transla-
tion units (segments of contiguous words) and to propose
several possible translations for these source segments. The
best translation is then selected by maximizing the following
inference term:

argmax
t,a

p(t,a|s) = argmax
t,a

1
Zs

exp
⇣ KX

k=1

�kfk(s, t,a)
⌘

(7)

1
http://ncode.limsi.fr
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Figure 3: Badly segmented (light grey) regions in subtitles highlight the fact that subtitles time spans only
provide coarse annotations for weakly supervised training of speech activity detection. Similarly, incorrectly
labeled (dark grey) regions in automatically labeled subtitles highlight that they provide noisy supervision
for speaker identification training. Finally, comparing English and French reference speech turns shows that
they are approximately synchronized and therefore can be combined for bilingual speaker identification.

regions in Figure 3). This is actually deliberate because
subtitles need to be displayed long enough for the viewer
to be able to read them entirely. More precisely, statistics
reported in column subtitles of Table 1 indicate that subti-
tles do cover most (95.6%) of speech regions. However, as
anticipated, they also contain 25.4% of non-speech regions.

Similarly, errors in the automatic alignment of manual
transcripts and subtitles may results in noisy speaker labels
(colored as dark grey regions in Figure 3). However, we will
show in Section 6 that the performance of both speech activ-
ity detection and speech turn identification is not degraded
when those noisy annotations are used in place of manual
annotations.

4. BILINGUAL IDENTIFICATION
In an increasingly multilingual and multicultural world,

many TV programs come as rich multi-lingual content. TV
series or movie DVDs, for example, usually contain multi-
lingual audio tracks and/or subtitles. Original characters’
voices are dubbed in alternative languages by professional
voice actors. In a given language, each character is always
dubbed by the same voice actor and no two main characters
share the same voice actor.

While a speaker identification system may have trouble
distinguishing the voices of two characters in the original
language, it is quite unlikely to be also the case with their
dubbed voices (and reciprocally). Hence, we show how one
can take advantage of these complementary sources of infor-
mation.

4.1 Bilingual fusion
In this work, we focus on a bilingual (English + French)

fusion approach to make the most of the multi-lingual addi-
tional audio tracks and improve speaker identification in the
original language (English). As illustrated in Figure 3, and
for obvious lip-sync reasons, the French speech turns tend
to strongly follow the segmentation in the original English
language, though they are not perfectly synchronous. There-
fore, we propose to train two distinct mono-lingual speaker

identification systems (one for English and one for French)
and combine them at score level:

⇢ti = ↵ · ⇢EN
ti + (1� ↵) · ⇢FR

ti (6)

where ↵ 2 [0, 1] is a weighting coe�cient.
While we could directly transfer English annotations onto

the French track (leading to potentially noisier annotations)
in order to train the French speaker identification module,
we chose to automatically translate English transcripts into
French before aligning them with French subtitles as de-
scribed in Section 3.1.

4.2 Manual transcripts translation
To translate transcripts, we use Ncode, an open source

n-gram Statistical Machine Translation (SMT) system1. This
system achieved state-of-the-art performance in recentWork-
shop on Statistical Machine Translation (WMT) evaluation
campaigns [9, 5]. Ncode implements the bilingual n-gram
approach to SMT [11, 23, 14] that is closely related to the
standard phrase-based approach [22].
In this approach, to translate a source sentence s into

a target sentence t, the translation process is decomposed
into two steps: first the source sentence is reordered ac-
cording to a set of rewriting rules so as to reproduce the
target word order; this generates a word lattice containing
the most promising source permutations. Then, this can-
didate lattice is translated in a monotonic way from left to
right. The monotonic translation step involves to consider
all the possible segmentation of the candidates in transla-
tion units (segments of contiguous words) and to propose
several possible translations for these source segments. The
best translation is then selected by maximizing the following
inference term:

argmax
t,a

p(t,a|s) = argmax
t,a

1
Zs

exp
⇣ KX

k=1

�kfk(s, t,a)
⌘

(7)

1
http://ncode.limsi.fr
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bilingual confusion matrix
SHELDON LEONARD PENNY HOWARD RAJ
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SHELDON is mostly confused with HOWARD!
SHELDON is mostly confused with LEONARD

SHELDON LEONARD PENNY HOWARD RAJ
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bilingual confusion matrix

SHELDON is mostly confused with HOWARD!
SHELDON is mostly confused with LEONARD

RAJ is mostly confused with SHELDON!
RAJ is mostly confused with LEONARD

SHELDON LEONARD PENNY HOWARD RAJ
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bilingual confusion matrix

language has no impact for PENNY!
(she is the only female character)

SHELDON is mostly confused with HOWARD!
SHELDON is mostly confused with LEONARD

RAJ is mostly confused with SHELDON!
RAJ is mostly confused with LEONARD

SHELDON LEONARD PENNY HOWARD RAJ
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speech turn segmentation: 15%  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 time 
How are you, Leonard? Hi, Sheldon. You? Where’s Penny?

• audio-visual character recognition

• StoryGraph 
Tapaswi  et al. 
CVPR 2014

xkcd.com/657/



"bring your own DVDs" reproducible corpus  
provides tool to automatically extract video, audio tracks and subtitles
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your 
TVD 

plugin  
goes 
here

speaker labels 
episode outlines 
episode transcript 
forced alignment

.niderb.fr

episode outlines 
episode transcript 
forced alignment 
scene segmentation
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reproducible corpus 
tvd.niderb.fr/corpus  
reproducible research 
tvd.niderb.fr/research

open-source Python libraries  
(incl. speech processing modules) 
github.com/pyannote 

contact us at 
metadatv.limsi.fr 
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results speaker identification

Approach Subtitles Supervised Unsupervised
DER 19.8% 7.8% 8.1%
Precision 74.6% 94.8% 91.2%
Recall 95.6% 90.4% 94.1%

Table 1: Speech activity detection.

their behavior (better recall for the weakly supervised ap-
proach and better precision for the fully supervised one).
Column Subtitles gives us a first explanation of why this
is happening. It shows that subtitles cover most (95.6%)
speech regions but also contain 25.4% of non-speech regions
– therefore leading to a weakly supervised approach with an
expected tendency to detect non-speech segments as speech.

6.2 Speaker identification
The second set of experiments focuses on speaker iden-

tification. Results are reported in Table 2 depending on
whether identification is applied on reference speech turns
(i.e. with perfect speech activity detection and speech turns
segmentation) or speech turns obtained automatically via
the fully/weakly supervised speech activity detection mod-
ules.

Speaker Segmentation
identification

Reference
Fully Weakly

approach supervised supervised

Oracle 10.0% 24.5% 25.4%
Labeled subtitles 12.8% 27.0% 28.2%
Fully supervised 18.6% 35.9% 37.9%
Weakly supervised 18.5% 35.6% 37.8%

Table 2: Speaker identification error rate (IER) with
manual or automatic speech turn segmentation.

For a given speech turn, the oracle always projects onto
it the correct reference label. If the reference label is a sec-
ondary character, then the oracle chooses the most frequent
main character (here Sheldon). In case of ambiguity (e.g.
when the speech turn covers more than one reference label),
it is solved by choosing the reference label with maximum
overlap duration. Therefore, its errors result either from sec-
ondary characters (for which no model is trained) or from
segmentation errors (i.e. detected speech turns that actually
cover speech turns of multiple characters). Its performance
allows to estimate a lower bound of the impact of segmenta-
tion errors on other approaches. In particular, it shows that
secondary characters account for only 10% of total speech
duration and that incorrect speech activity detection and
segmentation adds another 15.4% errors in total.

The labeled subtitles approach projects labeled subtitles
(obtained in Section 3.1) onto the speech turns in the same
way as the oracle does with reference labels. Its performance
can be used as a measure of how noisy the data used for
training the weakly supervised approach are. Moreover, its
performance close to that of the oracle also indicates that,
when subtitles and transcripts are available, one should use
them directly instead of relying on automatic processing.

Finally, the fully supervised (resp. weakly supervised) ap-
proach rely on reference annotations (resp. automatically
labeled subtitles) to train models for the five main charac-
ters. We conclude that it is not necessary to go through the
costly process of manual annotation to train a speaker iden-

tification system. Indeed, relying on automatically obtained
coarse annotations lead to the exact same overall error rates
(19% for perfect segmentation and 38% for automatic seg-
mentation). The p-value of 78% obtained in a paired-samples
t-test confirms that the performance of the two approaches
are not statistically di↵erent from each other.

6.3 Bilingual speaker identification
Finally, the last set of experiments is related to bilingual

fusion as described in Section 4.1. Table 3 shows that bilin-

IER
Confusion

all characters 5 main char.
English 37.8% 22.5% 7.1%
Bilingual 32.8% 17.5% 2.1%
Improvement �13% �22% �70%

Table 3: Bilingual speaker identification for ↵ = 0.5

gual (English and French) speaker identification significantly
improves monolingual (English) speaker identification per-
formance (down to 32.8% from 37.8%). A detailed analysis
of the error rate shows that confusion errors on the five main
characters are reduced from 7.1% to 2.1% – corresponding
to a relative improvement of 70%. Most of the remaining
errors are coming either from speech segmentation (15.4%)
or secondary characters (15.3%) with no associated models.
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Figure 4: Performance breakdown per episode. Su-
perimposed is the ratio of total speech duration ut-
tered by secondary characters.

As highlighted by Figure 4, absolute improvement is con-
sistent across all 6 episodes, on average 5% with a small
standard deviation of 0.7%. Moreover, a paired-samples t-
test (p-value < 0.01%) confirms that the bilingual approach
statistically and significantly outperforms the monolingual
one. Additionally, note that the variation of performance
between episodes is mostly explained by the ratio of total
speech duration uttered by secondary characters for which
no biometric models are available.
Though ↵ was arbitrary set to 0.5 in the reported results,

Figure 5 allows to better understand its influence on the
overall performance. It shows that combining English and
French approaches always outperforms the English-only sys-
tem, whichever value is chosen for ↵. However, we notice
the unexpected property that French speaker identification
performs better than its English counterpart, even though
the task is evaluated on the English track. This could mean
that French actors’ voices are easier to distinguish from each
other than original actors’ voices.
Figure 6 provides additional insight at the complemen-

tary information provided by the multilingual audio tracks.

the segmentation step is the main source of errors
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• Why reverse-engineer when we could have access 
to this information from the start? 

• Problem: most of the metadata do get lost at one 
point or another of the production pipeline 

• Solution: make every actor of the production 
pipeline realize that their metadata could be very 
useful down the road
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